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Abstract

The long run price elasticity of healthcare spending is critically important to es-

timating the cost of provision. However, temporary randomized controlled trials

may be confounded by transitory effects. This paper shows evidence of a ‘deadline

effect’ – a spike in spending in the final year of the program – among participants

of the RAND Health Insurance Experiment, long considered the definitive RCT

in the field. The deadline effect is economically and statistically significant, with

power to identify coming from random allocation to three- or five-year enrollment

terms. The deadline effect interacts with the price elasticity: participants who face

lower coinsurance rates show larger spending spikes. Crucially, controlling for the

price-deadline interaction yields significantly smaller estimates of the price elasticity

in non-deadline years, which we argue is a better approximation for the long run

elasticity. This has important implications for public finance and the design of pri-

vate/temporary subsidy programs.
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1 Introduction

The price elasticity of demand for healthcare crucially informs the costing of both pub-

lic provision systems and subsidized private insurance. To determine the causal effect

of prices on spending, the US government commissioned the RAND Health Insurance

Experiment (HIE) during the 1970s-1980s. This was a large scale randomized controlled

trial that is seen as the gold standard of evidence in the literature and whose findings

have been largely confirmed in the subsequent non-experimental literature.1 However,

the experiment was temporary. As the original designers were aware, temporary provi-

sion programs may lead to transitorily higher demand, and naive interpretation of the

treatment effect as the long run price elasticity may lead to overestimation (Arrow 1975).

This paper documents a phenomenon that has been largely overlooked in the HIE

data: a spike in spending in the final year of the experiment, which we call the deadline

effect. Since the deadline year is randomly assigned at the beginning of the experiment,

we interpret the deadline effect as causal. We reason that with no deadline, there would

be no accompanying spike in spending, and that the steady state level of spending is

lower than a pooled average suggests.

Moreover, the deadline effect varies by price, with lower price (lower coinsurance

rate) plans showing greater deadline effects. The price-deadline interaction biases price

elasticity estimates away from zero in a sample pooled across all contract years. We find

that controlling for the price-deadline interaction significantly reduces the magnitude of

elasticity estimates for outpatient, drug, and supplies spending.2

We identify economically large and statistically significant deadline and price-deadline

interaction effects by exploiting two sources of variation. First is variation in the start

year. This allows us to control for calendar year, ruling out increasing healthcare prices

as the cause of the deadline effect. More importantly, we exploit variation in enrollment

term. At the beginning of the experiment, participants were randomly assigned to three-

or five-year terms, in addition to being randomly assigned to a coinsurance plan. This

was done by design, giving the experiment power to identify transitory effects (Arrow

1975). Effectively the deadline year is randomized. This provides power to separately

identify the deadline effect from increasing trends of spending during program years.3

1See Aron-Dine et al. (2013), who deem the HIE results to be robust to modern statistical techniques.
2We also find evidence of a spending spike in the initial year for some subcategories of health spending.

Spending spikes in the initial year of the program are larger for lower coinsurance rate groups as well,

but controlling for these does not significantly affect elasticity estimates.
3If participants become more comfortable filing returns over time, they may increase spending towards
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We conservatively estimate the long run price elasticity as that exhibited in non-

deadline years. This significantly reduces the magnitude of price elasticity estimates

for certain spending categories. Our prices elasticity estimates of drug spending are

significantly smaller in magnitude across all specifications, in the order of two percentage

points. Elasticities of outpatient, and medical supplies are lower in magnitude – also by

around two percentage points – for specifications that treat the coinsurance rate as a

continuous variable.

Figure 1 plots unconditional average total spending by contract year (the number of

years for which a participant has been enrolled) for the three- and five-year cohorts of

the HIE. Spending spikes in the final years of the experiment. Note in particular that

spending in the third year of the three-year cohort – their final year of coverage – is

higher than in the third year of the five-year cohort. This finding is robust to controlling

for a host of observables, and excluding outliers from the sample. In the lower panel

we plot average spending separately for the participants receiving free care from those

in all other plans (who face positive coinsurance rates). In addition to the level effect,

transitory effects appear more pronounced in the free care group.

The deadline effect has been somewhat overlooked in previous analysis of the HIE.

Notably, Manning et al. (1987) states that there are no transitory effects in medical

spending, citing the accompanying RAND technical report (Manning et al. 1988). This

technical report compared unconditional averages of aggregated spending categories for

initial years, deadline years, and all other years. We find that it is necessary to dis-

aggregate by spending category in order to uncover significant transitory effects. This

allows precise measurement of the coinsurance rate faced for coverage plans that provide

different coinsurance rates for different categories of healthcare spending (see table 2).4

We acknowledge to the above the notable exception of Manning et al. (1985), who

observe a spike in dental spending in the final year of the HIE for low coinsurance rate

plans.5 Lohr et al. (1986) drop the first and last year observations to remove transitory

effects, but do not document a deadline effect. We contribute to the literature by doc-

umenting a price-deadline interaction for other spending categories, and demonstrating

quantitatively the sensitivity of long run price elasticity estimates transitory effects.

the end of the program. Enrollment term variation allows us to separately identify the deadline effect.
4The deadline effect is robust to an extensive set of controls, including sex-specific age fixed effects.

In section 6 we show that the deadline effect is not an artifact of any other dynamic pattern.
5Manning et al. (1985) also finds a spike in dental spending in the initial year of the program. We

replicate this finding in section 6, and find a significant initial year effect also for supplies spending.
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Figure 1: Average spending by contract year (2011 USD)
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Our revised estimates are significantly smaller in magnitude, implying a lower cost

of healthcare provision. A back-of-the-envelope calculation says that our estimated two

percentage point smaller-in-magnitude elasticity estimate predicts a cost of provision

lower by just over two billion in 2011 USD for a country of 300 million, for outpatient

care alone (using as a baseline average outpatient spending for the free care plan, which

is $342.5 in 2011 USD). The cost of drug provision would be smaller by $576 million.

In addition to the revised long run elasticity estimates, the deadline effect is of crit-

ical importance to estimating the cost of provision for temporary coinsurance plans.

Participants facing the imminent termination of subsidized healthcare demonstrate a

deadline×price elasticity that significantly raises spending in the final year, to a greater

extent for higher coinsurance rate plans. Our constant elasticity of substitution spec-

ification estimates a price elasticity greater by 7% in the deadline year for outpatient

spending, and by around 5% for drugs and supplies spending.

Our results complement a recent literature on intertemporal substitution in health-

care spending. Lin and Sacks (2016) finds that participants in the HIE respond dynam-

ically to the nonlinear price schedule, spending more in the final months of an enroll-

ment year once that maximum out-of-pocket deductible has already been hit. Chandra

et al. (2010), Aron-Dine et al. (2015), and Einav et al. (2015) report similar findings for

Medicare users. Cabral (2016) shows that participants in a private insurance program

strategically delay dental care. We complement this literature by quantifying the im-

portance of netting out intertemporal susbtitution behaviour when estimating the long

run price elasticity of healthcare spending.

Beyond the current application, we contribute a simple and transparent method,

rooted in economic theory,6 to adjust the treatment effects estimated by RCTs to bear

closer resemblance to the underlying parameters of interest. This is of crucial importance

to mapping the results of temporary experiments into long term policies in any context.7

The following section describes the HIE data. Section 3 presents the empirical spec-

ification and sections 4 and 5 the main results – documenting the deadline effect, the

price-deadline interaction, and comparing baseline estimates of the treatment effect to

those controlling for the deadline effect. Section 6 demonstrates robustness of our find-

ings to a variety of specifications and sampling decisions. Section 7 concludes.

6Arrow (1975) shows that a deadline effect can result from a model of healthcare as a durable good.

In appendix C, we present a salience cost model with a qualitatively similar effect.
7Metcalf (1973) makes this point in the context of a negative income tax.
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2 Data & Background

The RAND Health Insurance Experiment (HIE) was carried out in six cities around

the United States from 1974 to 1981. Those eligible for Medicare (older than age 62),

families with income over $25000 (In 1973 USD), and institutionalized or military or

former military personnel were excluded. Individuals meeting the eligibility criteria

were allocated to coinsurance plans by stratified random sampling.8

At the beginning of the experiment each family was randomly allocated to an enroll-

ment term and a coinsurance plan. Plans varied somewhat in how different categories of

medical care were covered. The disaggregated categories consist of inpatient, outpatient,

drug, supplementary, dental, and mental health spending.

The structure of the coinsurance plans was as follows. The coinsurance rate – the

percentage of healthcare spending that must be paid by the household – varied from 0%

to 95% (and up to 100% in the first year, for certain cities). This rate applied up until the

individual or household reached the deductible (the maximum out-of-pocket amount),

above which the plan paid 100%. The deductible was calculated as the minimum of 5, 10,

or 15% of the family income prior to the experiment, or $1000 (or $750 in some cases).

We follow Aron-Dine et al. (2013) in grouping together plans by coinsurance rate, so that

our estimates capture the average effect. Table 2 provides details on coinsurance rates

for different categories of spending by plan. Our main results focus on disaggregated care

categories; for these results we measure price as the coinsurance rate faced before the

deductible. For participants who exceed the deductible, this underestimates the effective

coinsurance rate, which biases our elasticity estimates towards zero. To analyze total

spending, we use fixed effects for each of the six plans in table 2, measuring price as the

category-weighted average pre-deductible coinsurance rate (see appendix D for details).

We limit the sample to non-attriters, and consider specifications including controls

for pre-randomization covariates. In addition to attriters, we exclude infants born during

the experiment, who enter the experiment as part of the family unit. This ensures a

balanced panel.9 Additionally, we are concerned about sensitivity to outliers. Our

main results exclude all person-year observations for which total spending in any year

is greater than three standard deviations above the mean. This does not change our

estimates substantially.

8Aron-Dine et al. (2013) show that this closely approximated pure random allocation.
9Aron-Dine et al. (2013) provide a series of formal bias corrections to address attrition and issues,

and find that the quantitative results do not vary much when comparing the free care plan to plans with

positive coinsurance rates. For a thorough discussion of the issues we refer the reader to their paper.
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Table 1: Summary Statistics

Mean Median Stdev Min Max N

Inpatient 297.71 0 1222.09 0 12885.11 17825

Outpatient 276.87 119.53 455.96 0 7397.97 17825

Drugs 69.22 9.25 167.09 0 3492.3 17825

Supplies 38.54 0 112.23 0 6067.49 17825

Dental 370.42 63.84 1150.35 0 26676.54 17825

Mental health 39.13 0 340.44 0 8139.31 17825

Male .48 0 .5 0 1 17825

Age 24.58 23 16.16 0 62 17825

Income 11648.75 10843.09 6510.56 -107.17 49848.2 17825

Table 2: Coinsurance rates by disaggregated care category and plan

Disaggregated care category

Inpatient Outpatient Drugs Supplies Dental Mental h.

Free care 0 0 0 0 0 0

25% plan .25 .25 .25 .25 .25 .25

Mixed coins. .25 .25 .25 .25 .5 .5

50% plan .5 .5 .5 .5 .5 .5

Indiv. deductible 0 .95 .95 .95 .95 .95

95% plan .95 .95 .95 .95 .95 .95

This table reports the coinsurance rate paid by the participant for a given category of care, for a given plan, before

reaching the deductible. After reaching the deductible – the maximum out-of-pocket amount – care becomes free.
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3 Empirical specification

This section introduces our empirical specification. We introduce a set of plan-deadline

year fixed effects to the empirical specification of Aron-Dine et al. (2013).

As a baseline, first consider their specification:

yit = λp + τt + αlm + εit (1)

which estimates a set of plan p effects given by λ on spending outcomes y for individual i

in calendar year t. Calendar year controls τ partial out any price trend. Plan assignment

is random conditional on the location l and start month m, and so should be interpreted

as causing spending outcomes.

Now define by Di the deadline calendar year of the experiment for individual i. We

introduce a dummy variable to capture the spending effect in the deadline year, and

additional controls, in the following equation:

yit = λp + δ × 1(t = Di) + τt + αlm +Xitβ + εit (2)

where the parameter δ captures the conditional average spending in deadline years com-

pared to non-deadline years. We call the estimated parameter δ̂ the flat deadline effect.

We also introduce demographic controls. These include age, gender, and income pre-

experiment. Age in particular may affect the dynamics of spending, as health care

requirements increase over the course of the life cycle; we include a set of age-gender in-

teraction effects to control for life cycle trends. Income is given as the log of the average

of family income in the two years before commencement of the experiment, in constant

2011 USD. We also include a dummy variable for enrollment term.10

Our preferred specification allows the deadline effect to vary by plan. Consider the

following model which includes a set of plan-deadline interaction terms:

yit = λp + δp × 1(t = Di) + τt + αlm +Xitβ + εit (3)

where yit denotes a spending outcome for individual i in calendar year t. The set of

fixed effects λp gives conditional average spending by plan p in non-deadline years, and

δp gives the additional effect of plan p in the deadline year. We cluster all standard

errors at the family (treatment) level.

10The dummy for enrollment term e is given by 1(e = 5), where e ∈ {3, 5}. Enrollment term was

randomly assigned, and may be of additional interest. A robust and systematic difference between the

three- and five-year enrollment groups would provide further evidence of transitory effects; however, we

find little evidence of such an effect.
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4 Results

This section presents evidence of a spike in spending in the final year of the RAND

HIE, which we call the deadline effect. We find that participants randomly assigned to

coinsurance plans with lower prices exhibit larger spikes in spending in the deadline year.

We call this the plan-deadline interaction effect. Since the timing of the deadline year

is randomly assigned at the beginning of the program – being determined by random

assignment to three- or five-year enrollment terms – we interpret the deadline spike as

causally determined by proximity to the deadline.

We estimate two sets of plan effects: those in deadline years and those in non-

deadline years. We find the price elasticity of demand to be greater in magnitude in

deadline years. Because of this, controlling for price-deadline interaction fixed effects

leads to elasticity estimates lower in magnitude than the restricted model without price-

deadline interaction effects. We argue that the randomly assigned deadline year should

not be included if the goal is to estimate a long run elasticity relevant to a permanent

public provision policy.

4.1 Deadline effects by plan

Table 3 presents results for models (1) to (6) with various sets of controls. The first

panel compares the restricted models (1) and (2) to the unrestricted model (6) for the

set of controls used by Aron-Dine et al. (2013), while the second panel does the same

for our full set of controls. The first column of each panel reports plan fixed effects

for a baseline model without a deadline effect. These results are comparable to those

from past studies. The second column of each introduces a flat deadline effect, averaged

across plans. This is positive and significant; note that plan fixed effects are extremely

stable across models (1) and (2). The third column of either panel gives results for the

unrestricted model (6) which controls for plan-deadline interaction effects. Note that

the magnitude of estimated plan effects falls once these controls are introduced.

4.2 Deadline effects by price

Table 4 shows results for the unrestriced model (6) for base spending category outcomes

(total spending being the sum of the six disaggregated categories). Within each disag-

gregated category there is a single price (coinsurance rate). For this reason, we group

together participants who face the same coinsurance rate for a given care category so

9



Table 3: Introducing Deadline and Plan-Deadline Fixed Effects

Total spending (2011 USD)

(1) (2) (6) (1) (2) (6)

b/se b/se b/se b/se b/se b/se

Constant (free care) 1381.6*** 1329.2*** 1309.3*** 1390.0*** 1358.9*** 1339.3***

(37.9) (39.6) (40.9) (35.1) (37.6) (39.5)

25% plan -372.6*** -372.9*** -356.5*** -379.2*** -379.2*** -365.3***

(68.5) (68.4) (75.6) (65.6) (65.6) (73.6)

Mixed coins. -426.1*** -424.0*** -353.4*** -395.9*** -395.8*** -322.0***

(79.6) (79.3) (88.3) (73.6) (73.6) (84.1)

50% plan -474.3*** -473.4*** -456.0*** -476.6*** -476.7*** -459.3***

(86.1) (85.7) (88.2) (83.7) (83.7) (86.0)

Indiv. deductible -341.6*** -343.4*** -321.5*** -385.8*** -385.8*** -363.0***

(56.7) (56.6) (60.2) (53.9) (53.9) (58.0)

95% plan -570.0*** -570.9*** -534.3*** -574.3*** -574.3*** -538.6***

(59.3) (59.2) (62.3) (56.3) (56.3) (60.3)

T.year 189.4*** 260.5*** 111.6** 181.9**

(50.7) (73.9) (51.5) (75.5)

T.year×25% plan -58.8 -49.2

(112.5) (114.7)

T.year× Mixed c. -251.5** -262.9**

(118.0) (117.3)

T.year×50% plan -62.7 -62.9

(121.1) (122.6)

T.year× Indiv. d. -77.8 -81.0

(93.4) (93.1)

T.year×95% plan -131.0 -127.8

(92.2) (91.8)

Enrol. term = 5 -140.8*** -96.8* -97.6*

(53.1) (57.0) (57.0)

Site × enrol. Yes Yes Yes Yes Yes Yes

Cal. years Yes Yes Yes Yes Yes Yes

Demographics No No No Yes Yes Yes

N 17825 17825 17825 17825 17825 17825

R2 0.02 0.02 0.02 0.09 0.09 0.09

The constant indicates average spending in the free care plan during non-deadline years. All standard errors are

clustered at the family (treatment) level.

*** p < .01, ** p < .05, * p < .1
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Table 4: Price-Deadline Fixed Effects by Spending Category

Spending by care category (2011 USD)

Inpatient Outpatient Drugs Supplies Dental Mental H.

b/se b/se b/se b/se b/se b/se

Constant (free care) 327.1*** 333.9*** 92.1*** 45.4*** 477.6*** 42.9***

(18.3) (10.1) (4.63) (2.47) (23.2) (7.96)

25% coinsurance -38.4 -70.2*** -32.6*** -10.8*** -160.2*** -7.82

(31.3) (15.7) (6.63) (2.96) (37.8) (10.9)

50% coinsurance -89.7** -89.2*** -46.7*** -8.39 -190.2*** -3.05

(42.4) (22.2) (8.29) (5.28) (39.2) (13.6)

95% coinsurance -70.6** -109.8*** -35.9*** -18.2*** -207.9*** -5.14

(29.5) (12.4) (5.66) (2.77) (29.2) (10.6)

T.year -1.82 42.7** 14.6*** 13.3*** 128.5** 8.93

(39.9) (18.0) (3.96) (4.15) (50.3) (11.9)

T.year×25% coins. -57.3 -27.6 -14.7*** -0.22 -42.9 -7.77

(48.7) (22.8) (5.45) (5.38) (68.8) (16.1)

T.year×50% coins. 49.1 -33.6 -11.3* -6.22 -53.8 -25.0*

(85.6) (28.7) (6.07) (6.75) (61.5) (14.0)

T.year×95% coins. 17.8 -28.6 -17.2*** -4.96 -82.9 -13.6

(49.6) (19.3) (4.60) (3.83) (54.4) (13.4)

Enrol. term = 5 -46.3 -33.1** -6.64 -1.58 -0.74 -8.30

(32.6) (14.5) (5.56) (3.13) (31.8) (12.0)

Site × enrol. Yes Yes Yes Yes Yes Yes

Cal. years Yes Yes Yes Yes Yes Yes

Demographics Yes Yes Yes Yes Yes Yes

N 17825 17825 17825 17825 17825 17825

R2 0.04 0.08 0.1 0.08 0.04 0.03

The constant indicates average spending in the free care plan during non-deadline years. All standard errors are

clustered at the family (treatment) level.

*** p < .01, ** p < .05, * p < .1
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as to increase precision. This yields four groups: those with free care, and those facing

25%, 50%, and 95% coinsurance rates.11

The deadline effect is positive and significant for participants with free care in the

outpatient, drug, supplies, and dental spending categories, but not for inpatient or men-

tal health spending.12 Note that these categories that exhibit a deadline effect also

tend to be more price-elastic. These deadline-elastic categories tend to have negative

signs on the price-deadline interaction indicators – indicating that the deadline effect is

smaller for higher coinsurance rate plans – but this is statistically significant only for

drug spending.13

4.3 Elasticity estimates

Figure 2 plots average spending for each care category by price, once each for the total

sample, the deadline year sample, and for the total sample excluding deadline years.

Since price is randomly assigned by the experiment these should be interpreted as inverse

demand curves. A steeper slop indicates a greater elasticity in absolute terms. Note

first that the demand curves tend to be well behaved – that is, monotonically downward

sloping – for all categories except inpatient and mental health care. These are the

same two categories that do not exhibit a deadline effect. Secondly, note that the well

behaved categories tend to be more price elastic in the deadline year. This implies that

the elasticity in the non-deadline years is smaller in absolute terms.

We proceed to evaluate the statistical significance of these trends in tables 5 and 6.

Table 5 shows estimated differences in average spending within a price group between

the restricted model (1) and the unrestricted model (6), the latter of which controls

for the price-deadline interaction. These correspond to the vertical distance beween the

inverse demand curves plotted in figure 2 for the pooled average and non-deadline year

samples.14 For the free care group, the unrestricted model estimates significantly higher

11Note that the mixed coinsurance and individual deductible plans assign different coinsurance rates

for different care categories (see table 2). This means that a given participant maybe be in one price

group for a certain category of care, and a different price group for another. For example, we assign a

participant in the individual deductible plan to the free care group for inpatient care, but the 95% group

for other care categories.
12These care categories that do not respond to the deadline tend to be long-term, price-inelastic, and

non-elective.
13Similar patterns hold for log spending outcomes – see appendix D).
14For details on how these differences are estimated, see appendix A. We elect to report difference

between average spending across pooled and deadline-excluding samples rather than confidence intervals
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Figure 2: Inverse Demand Curves by Care Category
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demand in absolute terms.
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Table 5: Sensitivity of Average Spending by Price to Price-Deadline Interaction Effects

Inpatient Outpatient Drugs Supplies Dental Mental h.

Free care -.59 11.83** 4.08*** 3.7*** 35.71*** 2.49

25% coinsurance -16.16 4.28 0 3.64** 23.91 .3

50% coinsurance 12.57 2.78 .96 2.04 20.95 -4.41

95% coinsurance 3.91 3.77 -.76 2.3*** 12.34 -1.31

Joint test .65 .22 .00 .01 .07 .47

This table reports differences of average spending estimates by plan between models (1) and (6). A positive sign

indicates that the conditional average is larger for model (1), which excludes price-deadline interaction effects.

*** p < .01, ** p < .05, * p < .1

Table 6: Sensitivity of Arc Elasticity Estimates to Price-deadline Interaction Effects

Inpatient Outpatient Drugs Supplies Dental Mental h.

Model (1) -.088 -.154*** -.157*** -.208*** -.209*** -.052

(.058) (.026) (.043) (.014) (.043) (.126)

Model (6) -.106*** -.149*** -.137*** -.206*** -.194*** -.024

(.036) (.032) (.043) (.015) (.059) (.14)

Difference .019 -.005 -.019*** -.002 -.015 -.028

(.03) (.013) (.007) (.014) (.033) (.062)

This table reports arc elasticity estimates for models (1) and (6), as well as their difference. A negative sign

indicates that (1), which excludes the price-deadline interaction, produces a lower elasticity estimate. These arc

elasticity estimates are weighted averages of the pairwise arc elasticity estimates presented in appendix D.

*** p < .01, ** p < .05, * p < .1
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average spending for those plans that exhibit a deadline effect. The magnitude of the

difference tends to decrease for higher price groups, but remains positive only in the

supplies spending category.

The above results tell us that controlling for the price-deadline interaction signifi-

cantly lowers estimated average spending for cheaper price groups. This translates into

different elasticity estimates. Table 6 reports estimated average arc elasticities by care

category for the restricted and unrestricted models, as well as their difference.15 Elastic-

ity estimates are smaller in magnitude for all categories except inpatient care. However,

this difference in only significant for drug spending. The magnitude of the price elasticity

of drug spending decreases by two percentage points when we control for price-deadline

interaction effects.

4.4 Discussion

As noted in section 2, the enrollment term of three or five years is randomly assigned at

the beginning of the experiment. Therefore we interpret differences in spending dynam-

ics throughout the duration of the experiment as caused by this random assignment.

Namely, the spike in spending in the deadline year is caused by the randomly assigned

deadline. Arrow (1975) shows that such a pattern could result from intertemporal sub-

stitution in healthcare consumption; that is, healthcare consumption being a durable

good. In appendix C we show that a qualitatively similar pattern arises from a model

with a salience cost to healthcare spending, even without durable good effects. Regard-

less of the underlying model, we attribute the spike in spending to the randomly assigned

deadline, implying that in the absence of a deadline there would be no spike. There-

fore long run average spending within any given price group is better approximated by

a sample that excludes deadline years. Because the deadline effect interacts with the

price, the pooled sample yields price elasticity estimates greater in magnitude than the

sample excluding deadline years. The sample excluding deadline years yields a better

approximation of the long run price elasticity.

for each level, because while non-overlapping confidence intervals imply averages that are significantly

different, the reverse is not true.
15The arc elasticity of y with respect to x εyx is the percentage change in y for a percentage change

in x, calculated relative to the midpoints; εyx ≡ y2−y1
(y2+y1) 1

2

/ x2−x1
(x2+x1) 1

2

. Because it is calculated relative to

the midpoint, the arc elasticity is defined for a base price category of zero, while a standard elasticity is

not. For each price group, we calculate pairwise arc elasticities. We then calculate observation-weighted

averages of these pairwise elasticities, which are reported in table 6. Standard errors are calculated based

on 500 bootstrap replications.

15



5 Constant Price Elasticity of Demand

In this section we measure the price (coinsurance rate) of a health care category as a

continuous variable (rather than a fixed effect, as in the previous section). This imposes

on the utility function the assumption of constant price elasticity of demand, with the

advantage that participants from all plans are pooled rather than being separated into

various fixed effect groups, improving statistical power.

Consider a baseline parameterization that introduces the copayment rate log-linearly

on right hand side:

yit = λcopayp + τt + d1(t = Di) + αlm +Xitβ + εit (4)

where λ gives the spending response to the coinsurance rate. The parameter d gives the

effect on spending of being in the deadline year, partial to the coinsurance rate. Note

that coinsurance rate is defined as the share of expenditure that the participant must

pay for, so a higher coinsurance rate is equivalent to a higher price.

Now consider an augmented model that includes an interaction term between the

coinsurance rate and the deadline year:

yit = λcopayp + δ [copayp × 1(t = Di)] + d1(t = Di) + τt + αlm +Xitβ + εit (5)

where δ gives the additional spending response to the coinsurance rate in deadline years.

In this model, λ gives the spending response in non-deadline years. A negative and

significant estimate of δ indicates a price elasticity that interacts with deadline year,

which would imply a reduction in magnitude of λ compared to that estimated by model

(4).

Table 7 presents regression results from equation (4) for log spending outcomes, by

health care category. Outpatient and supplies spending have significant flat deadline

effects, with participants spending significantly more in deadline years regardless of the

coinsurance rate they face. All categories have a statistically significant price elasticity

of demand, but the estimates are economically insignificant for inpatient and mental

health spending. Moreover, the remaining categories of outpatient, drug, and supplies

dental spending – which exhibit economically large price elasticities – show a significantly

higher price elasticity in the deadline year.16

Table 8 reports estimates of the estimated price elasticity from a restricted model

that excludes the price-deadline interaction to that recovered from the unrestricted model

16Dental spending has an economically large price elasticity but its interaction term is insignificant.

16



Table 7: Interaction between deadline year and coinsurance rate

Log spending by care category (2011 USD)

Inpatient Outpatient Drugs Supplies Dental Mental h.

b/se b/se b/se b/se b/se b/se

Constant 0.66*** 4.54*** 2.72*** 1.23*** 3.89*** 0.25***

(0.038) (0.059) (0.062) (0.043) (0.073) (0.031)

D.year 0.084 0.27*** 0.091 0.46*** 0.24** 0.0047

(0.067) (0.076) (0.063) (0.075) (0.11) (0.041)

Log(coins.) -0.024** -0.23*** -0.20*** -0.098*** -0.30*** -0.017**

(0.010) (0.019) (0.018) (0.012) (0.022) (0.0087)

Log(coins.)× D.year -0.019 -0.069*** -0.047*** -0.052*** -0.017 -0.0047

(0.016) (0.018) (0.015) (0.017) (0.025) (0.0097)

Enrol. term = 5 -0.024 -0.0037 -0.013 0.063 0.068 -0.027

(0.056) (0.090) (0.088) (0.061) (0.099) (0.047)

Site × enrol. Yes Yes Yes Yes Yes Yes

Cal. years Yes Yes Yes Yes Yes Yes

Demographics Yes Yes Yes Yes Yes Yes

N 17825 17825 17825 17825 17825 17825

R2 0.04 0.1 0.2 0.1 0.1 0.03

The constant indicates log spending in the free care plan in non-deadline years. All standard errors are clustered

at the family (treatment) level.

*** p < .01, ** p < .05, * p < .1
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Table 8: Stability of Price Elasticity to the Price-deadline Interaction Term

Inpatient Outpatient Drugs Supplies Dental Mental H.

Model (4) -.027 -.253 -.215 -.113 -.301 -.018

(.008) (.009) (.008) (.007) (.010) (.004)

Model (5) -.024 -.233 -.202 -.097 -.297 -.017

(.008) (.010) (.009) (.009) (.012) (.005)

P-value difference .242 0 .001 .002 .499 .626

This table reports p-values for the hypothesis test that λ̂ = λ̃, where λ̂ is an estimate of price elasticity in a

restricted model without price-deadline interaction effects, and λ̃ estimates plan effects from the model with

interaction effects, given by equation (4). We report results for spending outcomes in logs, with price measured

as the log of the coinsurance rate plus one (so as not to exclude the free care group).

Table 9: Sensitivity of Arc Elasticity Estimates to Price-deadline and Price-initial year

Interaction Effects

Inpatient Outpatient Drugs Supplies Dental Mental h.

Model (1) -.087 -.153*** -.157*** -.208*** -.209*** -.052

(.058) (.026) (.043) (.013) (.043) (.126)

Model (6) -.104*** -.149*** -.137*** -.225*** -.204*** -.019

(.034) (.033) (.044) (.025) (.06) (.125)

Difference .016 -.004 -.02*** .017 -.005 -.033

(.03) (.012) (.007) (.022) (.036) (.058)

This table reports differences in arc elasticity estimates between the restricted model (excludes any price-time

interactions), and a model controlling for both the price-deadline and the price-initial year interaction effects.

*** p < .01, ** p < .05, * p < .1
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(4). For outpatient, drug, and supplies spending, the unrestricted model yields signifi-

cantly different estimates of the price elasticity that are lower in magnitude by a couple

percentage points.

This section has taken an alternative approach to modelling the spending response to

random assignment to plan, assuming a constant price elasticity of demand in order to

improve statistical power. This yields a single price elasticity of demand for each category

of healthcare. With the exception of dental care, we find the estimated elasticities of

price elastic categories of spending to be significantly smaller in magnitude when the

price-deadline interaction term is included.

6 Spending Dynamics

This section investigates the dynamics of spending during the RAND HIE beyond a

spending spike in the deadline year. Past literature on other datasets has investigated

and shown evidence of ‘pent-up demand’ – the tendency upon entering a subsidized

insurance regime to temporarily increase spending by a large amount, only for the effect

to fade out within a few years – see Card et al. (2008), Cabral (2016), Franc et al. (2016).

Indeed, the designers of the HIE were aware of such a possibility (Arrow 1975), and

Lohr et al. (1986) excludes the initial year of the experiment as a precaution. Manning

et al. (1987) compares unconditional average spending in initial years to middle years

(excluding deadline years), and does not find a significant difference.

6.1 Controlling for initial year effects

Table 9 reports differences in arc elasticity estimates between a restricted model that

does not allow any price-time interaction and a model that allows for the effect of price

on spending to vary both in deadline years and in the initial year of program, given

below. Letting Ii indicate the initial calendar year of the experiment for subject i,

yit = λp + δp × 1(t = Di) + ιp × 1(t = Ii) + τt + αlm +Xitβ + εit (6)

where ιp gives the additional effect of price in the initial year. The results are virtually

identical to those generated by model 6, which controls only for the price-deadline in-

teraction. Although the price-initial year interaction effect is not large enough to affect

elasticity estimates, it is individually significant and positive for supplies and dental

spending. Additionally, there is a modest negative initial year effect for drug spending

and a larger one for mental health spending.
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Table 10: Price-Deadline Fixed Effects by Spending Category

Spending by care category (2011 USD)

Inpatient Outpatient Drugs Supplies Dental Mental H.

b/se b/se b/se b/se b/se b/se

Constant (free care) 335.5*** 336.7*** 94.9*** 40.4*** 415.5*** 48.1***

(21.2) (11.5) (4.98) (3.21) (24.4) (9.12)

25% coinsurance -31.3 -68.3*** -35.9*** -7.46* -64.1 -9.24

(36.7) (18.4) (7.42) (3.91) (45.3) (13.4)

50% coinsurance -81.7 -94.1*** -48.5*** -3.37 -128.7*** -1.40

(50.7) (24.0) (9.38) (6.24) (44.4) (17.5)

95% coinsurance -79.3** -117.3*** -40.6*** -14.5*** -140.7*** -8.92

(35.4) (14.4) (6.21) (3.70) (33.0) (12.7)

D.year 6.34 40.1** 12.2*** 13.7*** 165.8*** 11.0

(41.1) (18.6) (4.29) (4.54) (51.4) (12.2)

D.year×25% coins. -62.9 -29.4 -11.4** -3.84 -142.0* -5.41

(52.8) (24.2) (5.63) (6.17) (73.5) (16.1)

D.year×50% coins. 45.3 -28.8 -9.43 -12.3* -117.2* -26.1

(86.8) (30.0) (6.57) (7.37) (63.6) (17.0)

D.year×95% coins. 27.5 -21.1 -12.6** -8.57* -149.7*** -9.94

(53.4) (20.3) (4.95) (4.73) (56.3) (13.7)

I.year -38.6 -7.56 -7.40* 17.8*** 185.2*** -20.8**

(40.0) (15.8) (4.02) (4.85) (55.3) (9.90)

I.year×25% coins. -20.1 -5.08 8.59 -8.37 -251.3*** 2.69

(51.5) (19.4) (5.49) (5.54) (70.2) (13.2)

I.year×50% coins. -25.2 13.0 4.54 -12.5 -157.9** -5.00

(78.0) (22.1) (6.82) (8.98) (68.3) (16.9)

I.year×95% coins. 20.6 19.1 11.8*** -9.59* -173.0*** 9.76

(57.1) (16.5) (4.38) (5.14) (56.0) (11.4)

Enrol. term = 5 -38.2 -33.0** -6.49 -3.78 -12.7 -4.88

(33.2) (14.7) (5.63) (3.04) (33.3) (12.3)

Site × enrol. Yes Yes Yes Yes Yes Yes

Cal. years Yes Yes Yes Yes Yes Yes

Demographics Yes Yes Yes Yes Yes Yes

N 17825 17825 17825 17825 17825 17825

R2 0.04 0.08 0.1 0.08 0.04 0.03

The constant indicates average spending in the free care plan during non-deadline years. All standard errors are

clustered at the family (treatment) level.

*** p < .01, ** p < .05, * p < .1
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6.2 Counting forwards by contract year

We begin by introducing contract year fixed effects into the estimation framework of

Aron-Dine et al. (2013). In the first year of the plan the contract year is equal to one,

and so on, until the plan is terminated after either three or five years. Denoting contract

year by c, we analyze the dynamics of spending using the following equation:

yit = γc + λp + τt + αlm +Xitβ + εit (7)

which considers the effects of plan p and contract year c on the outcome y of individual

i in calendar year t. A plan corresponds more or less to price (coinsurance rate).17 Plan

effects can be interpreted as causal because participants are randomly assigned to a plan

by the experiment. We use the full set of controls detailed in section 4.

The experiment randomly allocates participants to three- or five-year enrolment term

cohorts. Because we expect participants to react to the deadline for contract termination,

when estimating equation (7) we consider the three- and five-year cohorts separately.

The results for total spending are reported in table 11. The first column of each panel

introduces contract year into the specification of Aron-Dine et al. (2013). The second

column of each introduces the full set of control variables, and the third column drops

outliers, as detailed in section 2. Participants spend several hundred dollars more in

the final year of the experiment. The effect is statistically significant in the three-year

sample for all specifications, but in the five-year sample only when calendar year controls

are excluded.18 However, the flat deadline effect is not robust to the exclusion of outliers

even for the three-year sample. The estimated coefficients on plan type are stable across

specifications.

6.3 Counting backwards from deadline year

In order to increase power we now pool the three- and five-year samples. To consider

them simultaneously, consider an alternative model that counts backward from the final

year of the program. Recall that we denote the term of enrollment by ei ∈ {3, 5}.
Defining dit ≡ ei − cit as the years left until the deadline,

yit = κdit + φ1(ei = 5) + λp + τt + αlm +Xitβ + εit (8)

17Coinsurance rate is the fraction of expenditure paid by the participant, with the remainder covered

by the insurance plan. Some plans offer different coinsurance rates for different categories of spending.

See section 2 for more.
18As discussed in section 2, this is due to colinearity with calendar year – there being less disjoint

variation between calendar year and contract year in the five-year sample. See figure 1 for a visualization.
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Table 11: Counting forwards from plan commencement

Total spending

5 year cohort 3 year cohort

b/se b/se b/se b/se b/se b/se

25% plan -333.7*** -336.3*** -336.4*** -381.6*** -394.0*** -393.9***

(106.0) (99.8) (99.9) (89.3) (87.4) (87.4)

Mixed copay -345.6*** -330.1*** -330.2*** -475.7*** -467.9*** -467.8***

(127.1) (113.4) (113.5) (102.5) (93.3) (93.4)

50% plan -482.3*** -464.5*** -464.3*** -486.7*** -476.6*** -476.5***

(106.3) (101.4) (101.5) (132.9) (134.3) (134.3)

Indiv. deductible -329.5*** -381.8*** -381.8*** -373.9*** -404.2*** -404.1***

(89.9) (83.4) (83.4) (74.1) (70.4) (70.4)

95% plan -439.9*** -465.5*** -465.5*** -647.4*** -627.7*** -627.8***

(91.5) (87.3) (87.3) (76.9) (72.8) (72.8)

Cont. year 2 -6.93 -18.7 14.6 -53.0 -65.9 15.7

(69.2) (69.9) (80.4) (44.7) (45.3) (63.1)

Cont. year 3 -38.9 -64.4 -16.0 47.5 -1.80 77.3

(66.1) (67.3) (103.5) (46.0) (47.1) (71.4)

Cont. year 4 -39.8 -88.0 -22.4 0 0 0

(62.9) (65.6) (130.3) (.) (.) (.)

Cont. year 5 157.7** 98.0 156.9 0 0 0

(68.9) (71.6) (155.4) (.) (.) (.)

Constant 1250.3*** 1174.3*** 1139.5*** 1466.6*** 1460.3*** 1399.5***

(72.3) (69.5) (98.2) (57.5) (59.0) (72.7)

Site × enrol. No Yes Yes No Yes Yes

Cal. years No No Yes No No Yes

Demographics No Yes Yes No Yes Yes

N 7310 7310 7310 10515 10515 10515

R2 0.01 0.10 0.10 0.01 0.10 0.10

The base category for plan is free care, and the base category for contract year is the initial year of the experiment.

All standard errors are clustered at the family (treatment) level.

*** p < .01, ** p < .05, * p < .1
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Table 12: Counting backward from plan termination

Combined cohorts

Inpatient Outpatient Drugs Supplies Dental Mental

b/se b/se b/se b/se b/se b/se

25% plan -77.1** -78.2*** -36.8*** -11.1*** -169.6*** -13.5

(36.7) (18.2) (8.9) (3.3) (33.2) (12.2)

Mixed plan -69.3* -79.0*** -37.7*** -10.1*** -198.9*** -8.5

(37.2) (19.7) (7.8) (3.4) (38.3) (19.2)

50% plan -93.1** -101.5*** -52.2*** -11.3** -208.7*** -13.6

(43.1) (21.3) (8.2) (5.0) (54.4) (13.7)

Indiv. deductible -44.5 -96.2*** -34.0*** -15.5*** -212.8*** 5.9

(28.8) (14.6) (6.9) (2.8) (31.2) (14.4)

95% plan -88.1*** -143.3*** -47.3*** -23.9*** -245.5*** -27.4***

(29.5) (14.8) (6.4) (2.9) (28.6) (9.7)

T.year -48.6 45.4** 7.4 -0.8 77.1 -0.4

(53.5) (19.0) (4.6) (4.3) (57.5) (8.5)

2 years left -8.9 10.8 1.7 -9.1*** -10.5 -4.2

(39.8) (12.1) (2.7) (3.4) (43.8) (6.4)

4 years left 9.1 8.8 -0.9 -3.0 38.0 7.5

(54.8) (18.3) (4.1) (4.6) (49.4) (11.4)

5 years left 24.7 -21.9 -3.6 10.4** -40.3 -7.3

(55.5) (19.9) (4.6) (4.2) (64.2) (9.7)

Enrol. term = 5 -65.8 -14.7 -2.1 -12.3*** 0.6 -8.2

(57.7) (22.7) (6.9) (4.7) (58.4) (11.7)

Constant 140.5 -170.7 -87.0** -29.8 76.7 -14.9

(218.6) (105.2) (44.2) (22.7) (197.4) (82.6)

Enrol. date Yes Yes Yes Yes Yes Yes

Site × enrol. Yes Yes Yes Yes Yes Yes

Cal. years Yes Yes Yes Yes Yes Yes

Site × cal.year Yes Yes Yes Yes Yes Yes

Demographics Yes Yes Yes Yes Yes Yes

N 17825 17825 17825 17825 17825 17825

R2 0.04 0.09 0.2 0.09 0.05 0.04

As before the base category for plan is free care. The base category for years left is three years left, and the base

category for cohort length is C = 3. All standard errors are clustered at the family (treatment) level.

*** p < .01, ** p < .05, * p < .1
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where κdit captures the effect on spending of being further from the deadline. The

additional assumption is that effect on spending of the remaining time before the deadline

does not vary by enrollment term ei. To relax this, we include and indicator dummy

for cohort duration 1(ei = 5). These specifications allow simultaneous consideration of

three- and five-year cohorts, allowing for larger sample size in plan groups p as well as

time-to-deadline groups dit. We use year c = 3 as the base category.

Table 12 estimates model (8) on the disaggregated categories of care. Participants

spend significantly more on outpatient care in the final year of the program.

As noted in section 4, the flat deadline effect is less robust than the interactive

deadline effect because it pools together participants in plans who exhibit a spike in

spending with those who do not. In the following subsection we consider a more flexible

model that allows for semiparametric interaction between years until deadline and the

coinsurance rate.

6.4 Price×Years Remaining

Because the price interacts with the deadline effect, omission of the price-deadline in-

teraction term leads to underestimation of the deadline effect. To see this consider that

participants facing the lowest price – the free care group – exhibit the highest spend-

ing spike. Estimating a non-interactive deadline effect pools experimental groups with

smaller spending spikes (high copayment rates) together with groups that exhibit larger

spikes, weakening the magnitude and statistical significance of the effect.

Consider a model allowing for interaction effects between plan and years until the

deadline:

yit = δpdit + τt + αlm +Xitβ + εit (9)

which relaxes the assumption of separability between plan and contract year effects. This

nests model (8), and we use it to investigate nonseparable interactions between plan p

and years until deadline dit, with plan given by coinsurance rate p ∈ {0, .25, .5, .95}.19

Figure 3 plots the price-years-to-deadline fixed effects for the combined sample. For

outpatient and drug spending, participants with free care show the largest spikes in the

deadline year, with higher coinsurance groups showing progressively smaller spikes. This

19This means that for the mixed coinsurance group, participants are included in the 50% copayment

group for dental and mental health spending, and the 25% group for all other spending categories. Those

on the individual deductible plan fall under free care for inpatient spending and 95% coinsurance for all

other categories.
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Figure 3: Average medical spending by continuation year and copayment rate
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pattern holds approximately for dental spending, but is less clear for the other spending

categories. These roughly correspond to the spending categories for which we found

significant negative deadline year elasticities in sections 4 and 5.

7 Conclusion

We find that there is a statistically significant and economically large spike in spending

in the deadline year of the RAND Health Insurance Experiment. This ‘deadline effect’

interacts with the price elasticity of spending, with lower coinsurance rates generating

larger spikes. Controlling for the interaction between price and deadline significantly

lowers estimates of the price elasticity in non-deadline years. We argue that the price

elasticity in non-deadline years is a more plausible estimate of the long run elasticity

that is relevant to costing a permanent subsidy program; without a randomly assigned

deadline year, there is not deadline spike in spending. This implies that the cost of public

provision – for example, free care – is lower than previously estimated. The deadline

effect itself may also be instructive in situations where health insurance is to be cut off,

such as temporary/employer provided programs.

More broadly, the presence of a deadline effect warns against a naive interpretation

of treatment effects in RCTs. Because the necessary design limitation of the experiment

– that subsidized care could not be provided permanently for enrollees – the treatment

effect of coinsurance plan pooled across all years does not give the long run treatment

effect. This was in fact anticipated while the experiment was being designed (Arrow

1975). This foresight lead to the randomly-assigned variation in enrollment term that

we use to identify the deadline effect. Previous literature on the RAND HIE has largely

overlooked transitory demand effects, with the exception of Manning et al. (1985), which

finds a deadline effect for low coinsurance rate plans for dental spending. Lohr et al.

(1986) drops the first and last year observations to avoid transitory effects, but does not

document a deadline effect.

While this paper has looked at spending outcomes only, further work can analyze

the relationship between deadline spending and health outcomes. Previous literature

has found that increased medical spending during the HIE does not have strong positive

effects on health outcomes; this may be due to ‘over spending’ during the deadline year.
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A Sensitivity of Plan Effects to Controlling for Plan-Deadline Interac-

tion

In section 4 we began by showing the significance of the plan-deadline interaction. While

this behavioural phenomenon may be of economic interest, a more policy relevant ques-

tion is whether inclusion of the plan-deadline effects significantly affects estimates of

the long-run price elasticity – which we take to be the price elasticity measured in non-

deadline years. For that reason we proceeded to test the latter question in table ??. In

the current section we detail the hypothesis test of the equality of plan effects between

the restricted and unrestricted models (equations 1 and 6 respectively).

For a sample of size N , let the N × 1 vector of spending outcomes be given by

Y . There are P randomly allocated coinsurance plans (with P = 6 in our preferred

specification; see section 2). Let L denote an N ×P matrix of plan indicators, and D an

N×P matrix of plan-deadline year interaction indicators.20 For notational convenience,

denote by X the complete set of control variables (including calendar year×location

effects and location×start-month effects). Then we can rewrite equation (1) in matrix

form as

Y = Lλ+XB + e

where e is a mean-zero vector of errors and β gives the coefficients on all control vari-

ables.21. The parameters of interest are the plan effects given in the P × 1 vector λ,

which correspond to the conditional means of spending across all person-years for a plan

p ∈ {1, ..., P}. We rewrite the unrestricted model given by equation (6) as

Y = Lλ′ +Dδ +XB′ + e

where P × 1 parameter vector δ gives the plan-deadline year interaction effects, now

denoting by λ′ the conditional averages by plan of spending in non-deadline person-

years. The coefficient on the matrix of controls may also differ. We can combine the two

20That is, for deadline years t ∈ T – where set T is the set of observations for which the participant

is in the deadline year – element Lit = Dit for t ∈ T, and element Dit = 0 for t 6∈ T.
21This is with some abuse of notation; in section 4 we used β to signify only the coefficients on

demographic controls, with calendar year×location given by τ and location×start month controls given

by α. Here we collect all these terms in β. Additionally, in equation
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models into a single seemingly-unrelated regression framework given by

[
Y

Y

]
=

[
L 0 0 X 0

0 L D 0 X

]


λ

λ′

δ

B

B′


+ e.

For each element of estimated parameter vectors λ̂ and λ̂′, we want to test the null

hypothesis that λ̂p = λ̂′p. We want also to conduct a joint hypothesis test that λ̂p = λ̂′p

∀p ∈ {1, ..., P}. This can be reframed as a test of equality to zero as follows:

[
Y

Y

]
=

[
L 0 0 X 0

L L D 0 X

]


λ

dλ

δ

B

B′


+ e.

where dλ ≡ λ′−λ. To determine whether the effect on spending of plan p is significantly

different when deadline effects are included in the model, test the null hypothesis dλ̂p = 0.

B Literature review

The RAND Health Insurance Experiment (HIE) was an unprecedented study of con-

sumer response to changes in health care prices. Nearly 6,000 individuals in the United

States were randomly assigned to health insurance plans with co-pay rates ranging from

0-95%. The term of the contracts were either 3 or 5 years, during which the participants’

health care spending was tracked. The study observed that the lower the cost faced by

the individual, the higher their consumption of health care services, which resulted in

their famous elasticity estimate of -0.2. More recently, this estimate was confirmed by

Aron-Dine et al. (2013) who re-examined the RAND HIE data using the latest statistical

methods and correcting for potential biases and threats to validity.

The price elasticity of demand for health care services and, health care consumption

in the face of differing insurance plans has been widely studied and debated since the HIE

was published. A review study by Ringel et al. (2002) finds a relatively wide range of

estimates centered on -0.17. They further find that price elasticities differ across different

classes of health care services, with preventative care and pharmacy benefits being among
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the most price sensitive. The authors argue that this is due to the higher number of

available substitutes (such as exercise and a healthy diet), preventative medicine being

more of a luxury rather than a necessity good and the opportunity cost of preventative

care being higher than that of curative care. They further argue that the higher price

elasticity of preventative care may reflect the fact that the benefits of such care accrue

over the long term and are therefore more heavily discounted.

In line with these findings, a more recent review study by Kiil and Houlberg (2013)

confirms that the introduction of co-pay reduces the consumption of out-patient care,

while having little effect on in-patient care. More specifically, the studies reviewed

by Kiil and Houlberg (2013) find a decrease in the use of medical consultations with

general practitioners and specialists, prescription medication and ambulatory care as a

result of the introduction of or rise in co-pay rates. No significant change was observed

in hospitalization rates.

Ringel et al. (2002) further discuss the importance of knowing the context in which

price elasticity of health care is measured as many factors, such as coinsurance rates and

deductibles, influence the price and consequently consumer behavior. For example, one

can expect the spending behavior of someone who has reached their deductible amount

for the year to be different from a similar individual who has not yet reached their

deductible. The authors further discuss the time-price of health care consumption and

how, even in the face of an out-of-pocket price of zero, the time-price may affect an

individual’s consumption of health care services.

It is precisely this time-price and other non-monetary costs of health care consump-

tion that this paper seeks to incorporate into the estimation of price elasticity of demand.

We argue that while the resulting long term health outcomes are desirable, non-monetary

costs to health care consumption such as time-cost and pain and discomfort associated

with procedures, make the consumption of such services a ”bad” in the short term.

Therefore, in so far as the sum of the monetary and non-monetary cost of obtaining care

outweighs the discounted future benefit of its consumption, the individual will postpone

treatment.

There is ample evidence of procrastination resulting from present-bias and hyperbolic

discounting in the behavioral economics literature. Present-bias has been shown to affect

health related behaviors such as eating (Ruhm 2012) and going to the gym (Della-Vigna

and Malmendier 2006) to retirement savings (?) and many others. A recent study by

Bradford et al. (2017) showed that subjects who discount the future more heavily tend

to have worse health outcomes and are less likely to have self-procured health insurance
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than their counterparts with lower discount rates. They further find that individuals

with higher discount rates exercise less and snack, smoke and binge drink more than

their counterparts.

C Model

This section presents an illustrative three-period model of intertemporal consumption

with procrastination and price changes. The model gives a basis for understanding two

stylized facts present in the RAND health data: a) participants spend more in their final

year of the program than in prior years; and b) the aforementioned effect is greater for

participants with higher subsidization rates.22

The first two periods correspond to years in which the participant receives subsi-

dization in healthcare spending. In the third period the subsidy ends, and the price of

healthcare jumps. Agents anticipate the price increase.

The key feature of the model is a ‘salience cost’ parameter that makes consumption in

the current period relatively less attractive.23 This is equivalent to the quasi-hyperbolic

discounting model proposed by Laibson (1997), but with a bias against the present

rather than for it. Intuitively: consumers put off healthcare spending because they

would rather get around to it later. For simplicity we abstract from the exponential

component of discounting, setting the exponential discount factor to unity.

The salience cost introduces time-inconsistency into the dynamic optimization prob-

lem: during the first period, the agent has a different relative valuation of periods two

and three than that of her future self in period two. The agent is a ‘sophisticated’ quasi-

hyperbolic discounter who anticipates this change in preferences. We model the dynamic

optimization problem as a sequential game with two players, and solve using the concept

of subgame perfect equilibrium. We label a given individual the ‘first-period agent’ in

period one; this same individual becomes the ‘second-period agent’ in period two, and so

on in period three. This terminology highlights the fact that the individual has different

time preferences, and therefore a different lifetime utility function, in different periods.

The price change and the anti-present bias interact nontrivially. Time-inconsistency

22Arrow (1975) shows that there is a spike in spending in the deadline year if healthcare is a durable

good. Participants anticipate the price increase after plan termination and ‘stock up’ on healthcare.

The current section shows that a salience cost to healthcare consumption generates the same prediction,

even if healthcare is nondurable.
23See Akerlof (1991) for a discussion. O’Donoghue and Rabin (1999) also consider anti-present biases.
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means that the first period agent assigns relative valuations of consumption in periods

two and three that differ from how she will value them tomorrow, in period two. Namely,

the first period agent exhibits anti-present bias against periods two and three equally;

if she could commit to a consumption path, she would allocate consumption between

periods two and three in proportion to the change in price between these periods. In

contrast, the second period agent has a bias against that period, and therefore allocates

consumption between periods two and three in proportion to the anti-present bias as

well as the relative prices. Since the first and second period agents agree on the relative

allocation of consumption between periods two and three to the extent that this is

incentivized by changes in the price of consumption, but disagree to the extent that

it is determined by anti-present bias, the first period agent is willing to leave more

resources to the second period agent the more that the second period agent’s allocation

is influenced by price differences – that is, the greater is the price difference between the

second and third periods.24

In our finite-horizon setting, a time-consistent agent could choose a consumption

profile that increases from period one to two, but falls in period three. This follows triv-

ially from a parameter space with an exponential discount factor greater than one and a

relative price of nonsubsidized healthcare of greater than the discount factor. However,

such an approach presents two problems. First, exponential discounting with a discount

factor greater than one is unworkable in longer/infinite-horizon settings. Second, the rel-

ative magnitude of the spike in consumption in the last year of subsidization (compared

to the previous year) does not depend on the subsidization rate for the time-consistent

agent, as it does for the time-inconsistent one – so the time-consistent model fails to

predict our second key stylized fact.

C.1 Subgame perfect equilibrium

Agents consume over three periods. We normalize price to unity outside of the subsi-

dization program, with relative price p < 1 during periods one and two. The exponential

discount factor is set to one, and there is perfect storage with no return to saving. The

felicity function u(.) is increasing and concave; that is, u′ > 0 and u′′ < 0.

Agents cannot commit to a consumption profile, so we solve the model backwards in

24This mechanism requires that the first period agent be a sophisticated time-inconsistent agent: one

who recognizes that she will have a different preference structure in the following period. A myopic agent

would not realize that her relative valuation of the final two periods would change when she wakes up

tomorrow.
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time, starting from period three. The consumer’s problem in the final period is trivial:

she consumes all remaining income y3 at the current price of unity. This means that the

second period consumer effectively chooses the consumption profile for the second and

third periods, from which the third period consumer is unable to deviate. It is sufficient

to characterize the second period agent’s problem as the decision of how much income

to consume in the current period at price p and how much to store for consumption in

the following period. Taking the income endowment y2 as given, the value function of

the second period consumer is then given by

V2 = max
y3

{
u

(
y2 − y3

p

)
+ βu(y3)

}
(10)

where β > 1 captures the agent’s preference to postpone consumption. This yields the

first-order condition
u′
(
y2−y∗3
p

)
u′ (y∗3)

= βp (11)

that says the ratio of the marginal utilities of consumtion between the second and third

period is proportional to the multiple of the dis-immediacy preference β > 1 and the

price discount p < 1.25

Since the first period agent cannot commit to a consumption profile, she must take

into account the second period agent’s optimization condition. Constrained by this

behaviour, the first period agent decides how much income to consume and how much

to leave to her future self, who she knows will allocate spending differently than would

she. For this reason it is instruction to consider how the second period agent’s saving

decision changes in response to a larger or smaller endowment (since the size of that

endowment is chosen by the first period agent). Rearranging (11) and taking the total

derivative yields the second-order condition

∂y∗3
∂y2

=
u′′
(
y2−y∗3
p

)
u′′
(
y2−y∗3
p

)
+ βp2u′′ (y∗3)

(12)

which says that the second period agent saves extra income at a rate proportional to

ratio of the second derivative of period-two utility to the sum of the second derivatives

of second and third period utility, with the latter discounted by the multiple of the

time-preference and the price discount.

25With longer time horizons the salience cost cancels out, leaving the ratio proportional only to the

price discount.
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Lemma 1. Given a concave felicity function u(.) and parameter values β > 1 and

p ∈ (0, 1), it follows that
∂y∗3
∂y2
∈ (0, 1).

Proof. Since the second derivative of u(.) is globally negative, the numerator is negative.

Since βp2 > 0, the denominator is also negative, and greater in magnitude. Therefore

their ratio is positive, and less than one.

Now consider the value function of the first period agent, given by

V1 = max
y2

{
u

(
y1 − y2

p

)
+ βu

(
y2 − y∗3
p

)
+ βu(y∗3)

}
(13)

which gives the following first-order condition

u′
(
y1−y2

p

)
u′
(
y2−y∗3
p

) = β

(
1− ∂y∗3

∂y2

)
+
∂y∗3
∂y2

(14)

which says that ratio of the relative marginal utilities of consumption in the first and

second periods is proportional to a weighted average of the salience factor β and unity.

The weight on unity is given by the second period agent’s marginal propensity to channel

income into the third period, with the weight on β being the remainder. The interpre-

tation is that from the perspective of the first period agent, the second period agent

values third period consumption properly and so has already optimally weighted it by

the salience factor β. However, the second period agent does not value second period

consumption proportional to β while the first period agent does; thus the first period

agent applies β to the second period agent’s propensity to channel a higher endowment

into savings. In other words, she disapproves of the second period agent’s aversion to

consuming in that period, and so withholds savings in proportion to how strong is her

future self’s inclination to procrastinate.

Theorem 1. It follows from Lemma 1 and β > 1 that the ratio of the marginal utilities

of first to second period consumption is greater than one, implying then by concavity of

the utility function that second period consumption is greater than that in the first period.

Proof. Lemma 1 and β > 1 imply that the right-hand side of equation (14) is positive.

This implies that the marginal utility of consumption in the first period is greater than

that in the second, which by concavity of the utility function implies that first period

consumption is lower than second.
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Now consider how the first period agent’s optimal decision of how much wealth to

leave to the second period agent changes in response to a change in price. That is, take

the derivative of (12) with respect to price. For tractability, we assume u(c) = cα, which

implies constant price elasticity of demand (as in section 5). This yields

∂2y∗3
∂p∂y2

=
α

1− α
1

2 + β
1

1−α p
1

1−α + β
−1

1−α p
−α
1−α

> 0 (15)

which says that the second-period agent tends to divert income to the third period to a

greater extent the smaller grows the subsidy (that is, when p < 1, the closer is p to the

unsubsidized price level of unity). Now define Φ ≡ ∂2y∗3
∂p∂y2

. The rate at which the ratio of

marginal utilities of first and second period consumption changes in response to a price

change is then given by

∂

∂p

u′
(
y1−y2

p

)
u′
(
y2−y∗3
p

) = Φ(1− β) (16)

which takes account of the second-period agent’s inclination to divert differential amounts

of savings to the third period in response to changes in price.

Theorem 2. The relative spike in last period consumption compared to the preceding

period is larger for larger subsidies (smaller p).

Proof. It follows from equation (15) and β < 0 that Φ(1 − β) < 0, meaning that the

ratio of marginal utilities of first and second period consumption falls as the price p

increases towards unity. Then by concavity of the utility function, the ratio of first

period consumption to second period consumption increases as the subsidy decreases

(that is, price p increases towards one).

The predictions of theorem 1 and 2 rationalize the patterns of consumption found in

the empirical section as optimal behaviour of a reference-dependent (time-inconsistent)

consumer with a salience cost to present consumption. In qualitative terms, these pre-

dictions are observationally equivalent to those of Arrow (1975), who presents a model

of health care as a durable good.

D Supplementary Tables and Figures

In this appendix we provide some additional tables and figures in order to clarify identifi-

cation and demonstrate the robustness of our results to different measurement decisions.
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Figure 4 plots the years for which three- and five-year enrollment term cohorts were

active in different cities. This shows where the statistical power comes from to separately

identify contract year and calendar year fixed effects. Within the five-year term sample

there is not much variation, with substantially more variation in the three-year sample.

Combining both subsamples substantially increases power not only because of increased

sample size, but because of additional variation in the timing of deadline years.

Figures 5 and 6 plot average spending by contract year and enrollment term, repro-

ducing figure 1 for the disaggregated categories of healthcare spending. The deadline

effect is significant for all categories except inpatient and mental health spending, while

the postive initial year effect is significant for supplies spending only. Mental health

spending exhibits a negative initial year effect.

Tables 13 to 15 report the pairwise arc elasticity estimates that are used to calculate

average arc elasticity estimates for the main results. Table 16 calculates pairwise arc

elasticities for total spending, which necessitates pooling price groups in plans. The

differences in average arc elasticity estimates between the restricted model 1 that omits

plan-deadline interaction effects and out preferred specification 6 that controls for these

effects is reported in the final panel. These differences are not significant as usual

levels. Finally, table 17 reports differences in estimated plan effects between the two

specifications. These are not significant at usual levels.
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Figure 4: Calendar years for which the HIE was active, by city
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Figure 5: Unconditional Average Spending by Care Category
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Plotted are series of uncoditional average spending by year for three- and five-year enrollment groups, constant

2011 USD. All figures are calculated for the restricted sample excluding outliers.
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Figure 6: Spending Fixed Effects by Care Category
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This figure plots fixed effects given by γ̂c recovered from model (7), conditional on the full set of controls. All

figures are calculated for the restricted sample excluding outliers.
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Table 13: Sensitivity of Arc Elasticity Estimates to Price-deadline Interaction Effects

Inpatient care

Model (1)

25% coins. 50% coins. 95% coins.

Free care -.09 -.133 -.113

(.042) (.1) (.067)

25% coins. -.13 -.039

(.245) (.171)

50% coins. .066

(.389)

Model (6)

25% coins. 50% coins. 95% coins.

Free care -.062 -.159 -.121

(.062) (.093) (.049)

25% coins. -.293 -.101

(.169) (.157)

50% coins. .125

(.389)

Difference model (1) - (6)

25% coins. 50% coins. 95% coins.

Free care -.028 .026 .008

(.024) (.038) (.03)

25% coins. .163 .062

(.162) (.068)

50% coins. -.059

(.087)

Outpatient care

Model (1)

25% coins. 50% coins. 95% coins.

Free care -.127 -.166 -.205

(.032) (.038) (.023)

25% coins. -.12 -.139

(.121) (.063)

50% coins. -.132

(.081)

Model (6)

25% coins. 50% coins. 95% coins.

Free care -.117 -.154 -.197

(.031) (.044) (.027)

25% coins. -.112 -.139

(.153) (.077)

50% coins. -.141

(.069)

Difference model (1) - (6)

25% coins. 50% coins. 95% coins.

Free care -.009 -.011 -.009

(.012) (.013) (.009)

25% coins. -.007 0

(.076) (.031)

50% coins. .009

(.042)

This table reports pairwise arc elasticity estimates recovered from models (1) and (6), using the full set of controls,

and the difference between estimates across models. Arc elasticity is the percentage change in y for a percentage

change in x, calculated relative to the midpoints; εyx ≡ y2−y1
(y2+y1) 1

2

/ x2−x1
(x2+x1) 1

2

. Standard errors are bootstrapped

based on 500 replications.
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Table 14: Sensitivity of Arc Elasticity Estimates to Price-deadline Interaction Effects

Drugs

Model (1)

25% coins. 50% coins. 95% coins.

Free care -.235 -.35 -.269

(.027) (.124) (.033)

25% coins. -.374 -.062

(.491) (.071)

50% coins. .287

(.527)

Model (6)

25% coins. 50% coins. 95% coins.

Free care -.215 -.34 -.242

(.032) (.131) (.034)

25% coins. -.404 -.05

(.505) (.077)

50% coins. .342

(.531)

Difference model (1) - (6)

25% coins. 50% coins. 95% coins.

Free care -.021 -.01 -.027

(.007) (.012) (.005)

25% coins. .031 -.012

(.033) (.017)

50% coins. -.055

(.04)

Supplies

Model (1)

25% coins. 50% coins. 95% coins.

Free care -.124 -.114 -.25

(.032) (.117) (.032)

25% coins. .031 -.222

(.353) (.033)

50% coins. -.45

(.318)

Model (6)

25% coins. 50% coins. 95% coins.

Free care -.135 -.102 -.251

(.036) (.117) (.034)

25% coins. .1 -.206

(.304) (.031)

50% coins. -.493

(.292)

Difference model (1) - (6)

25% coins. 50% coins. 95% coins.

Free care .011 -.012 .001

(.021) (.026) (.014)

25% coins. -.069 -.016

(.076) (.032)

50% coins. .043

(.1)

This table reports pairwise arc elasticity estimates recovered from models (1) and (6), using the full set of controls,

and the difference between estimates across models. Arc elasticity is the percentage change in y for a percentage

change in x, calculated relative to the midpoints; εyx ≡ y2−y1
(y2+y1) 1

2

/ x2−x1
(x2+x1) 1

2

. Standard errors are bootstrapped

based on 500 replications.
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Table 15: Sensitivity of Arc Elasticity Estimates to Price-deadline Interaction Effects

Dental care

Model (1)

25% coins. 50% coins. 95% coins.

Free care -.201 -.249 -.291

(.024) (.029) (.035)

25% coins. -.152 -.163

(.164) (.088)

50% coins. -.144

(.117)

Model (6)

25% coins. 50% coins. 95% coins.

Free care -.201 -.249 -.278

(.027) (.045) (.048)

25% coins. -.149 -.139

(.192) (.12)

50% coins. -.102

(.142)

Difference model (1) - (6)

25% coins. 50% coins. 95% coins.

Free care 0 -.001 -.013

(.021) (.018) (.022)

25% coins. -.003 -.024

(.051) (.069)

50% coins. -.041

(.095)

Mental health

Model (1)

25% coins. 50% coins. 95% coins.

Free care -.124 -.123 -.109

(.214) (.27) (.105)

25% coins. .002 .025

(.623) (.314)

50% coins. .046

(.904)

Model (6)

25% coins. 50% coins. 95% coins.

Free care -.1 -.037 -.064

(.191) (.311) (.109)

25% coins. .191 .063

(.712) (.291)

50% coins. -.087

(1.091)

Difference model (1) - (6)

25% coins. 50% coins. 95% coins.

Free care -.024 -.086 -.046

(.046) (.065) (.042)

25% coins. -.189 -.038

(.138) (.131)

50% coins. .132

(.266)

This table reports pairwise arc elasticity estimates recovered from models (1) and (6), using the full set of controls,

and the difference between estimates across models. Arc elasticity is the percentage change in y for a percentage

change in x, calculated relative to the midpoints; εyx ≡ y2−y1
(y2+y1) 1

2

/ x2−x1
(x2+x1) 1

2

. Standard errors are bootstrapped

based on 500 replications.
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Table 16: Sensitivity of Arc Elasticity Estimates to Plan-deadline Interaction Effects

Panel A: Pairwise plan elasticities of total spending – model (1)

25% plan Mixed c. 50% plan Indiv. d. 95% plan

Free care -.158 -.166 -.207 -.161 -.26

(.042) (.018) (.049) (.024) (.02)

25% plan -.073 -.152 -.009 -.183

(.426) (.17) (.153) (.093)

Mixed c. -.186 .018 -.196

(.181) (.061) (.072)

50% plan .965 -.182

(1.118) (.217)

Indiv. d. -.39

(.121)

Panel B: Pairwise plan elasticities of total spending – model (6)

25% plan Mixed c. 50% plan Indiv. d. 95% plan

Free care -.158 -.137 -.207 -.157 -.252

(.057) (.017) (.054) (.021) (.015)

25% plan .191 -.152 .003 -.167

(.542) (.155) (.188) (.106)

Mixed c. -.317 -.075 -.237

(.198) (.061) (.063)

50% plan 1.058 -.152

(1.132) (.225)

Indiv. d. -.373

(.114)

Panel C: Observation-weighted arc elasticities of total spending

Model (1) Model (6) Difference

All plans -.111 -.098 -.013

(.086) (.096) (.012)

Excluding free care -.04 -.023 -.017

(.17) (.195) (.03)

Excluding free care & indiv. d. -.165 -.14 -.025

(.097) (.113) (.044)

Panels A and B report pairwise arc elasticities, calculated based on plan effects from table 3 (using the full set

of controls). For plans with multiple coinsurance rates, we take average coinsurance rates weighted by spending

within a category at the plan level. This gives an average coinsurance rate of 31% and 55% for the mixed and

individual deductible plans respectively. Panel C reports observation-weighted averages of the elastiticies in panels

A and B, as well as their difference. Standard errors are bootstrapped based on 500 replications.
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Table 17: Testing Robustness of Plan Effects to Inclusion of Plan-Deadline Interaction

Effects

25% plan -13.87 .65

Mixed c. -73.89 .02

50% plan -17.29 .59

Indiv. d. -22.83 .38

95% plan -35.7 .16

Joint test .33

Free care 50.75 .01

25% plan 36.88 .18

Mixed c. -23.14 .45

50% plan 33.46 .25

Indiv. d. 27.92 .21

95% plan 15.05 .48

Joint test .13

This table reports p-values for the hypothesis test that λ̂p = λ̃p, where λ̂p is an estimate of a plan fixed effect in

the baseline model without plan-deadline interaction effects, given by equation (1), and λ̃p estimates plan effects

from the model with interaction effects, given by equation (6). The bottom row reports the p-value for the joint

test of equality between each corresponding element of λ̂p and λ̃p.
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